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We present the transverse energy distributions, do/dE and dE/d 7, and the charged particle multiplicity
distributions, do/dN, and dN_/d 7, produced in p +Al and p +Pb collisions at 14.6 GeV/c. The data exhibit
a weak correlation between these global variables. While a significant increase of the mean multiplicity with
the mass of the target is observed, the transverse energy distributions show little target dependence. The
dE/dn distribution shifts backward as the mass of the target increases, indicating the presence of rescattering.
The data are compared to the predictions of the relativistic quantum molecular dynamic model (RQMD) and
Fritiof event generators. RQMD reproduces well the main features of the data while Fritiof predicts too
forward peaked transverse energy and particle multiplicity pseudorapidity distributions.

PACS number(s): 25.75.+r, 13.85.—t

L. INTRODUCTION

In the last few years, studies of heavy-ion reactions at
high energy have provided new insight into the production of
nuclear matter at high baryon density and temperature. The
main goal of this research is to evidence and study the ex-
pected new phase of nuclear matter that would result from
the deconfinement of the quarks and gluons. To understand
the signatures resulting from the production of this new form
of nuclear matter (or any new phenomenon) and to succeed
in deducing its properties, it is important that we have a
quantitative understanding of the heavy-ion reaction mecha-
nisms in all kinematic regions that are present in the colli-
sions.

It has been shown that at alternating-gradient synchroton
(AGS) energies (10-15 GeV/nucleon) full stopping is
achieved in Si+Pb reactions [1,2]. The exponential behavior
of the invariant cross section of the produced particles as a
function of the transverse momentum (or transverse mass
my) [3] and the delta resonance population [4] indicate that
some degree of thermal equilibrium has been reached. How-
ever, the rapidity dependence of the particle distribution [2,5]
and the variation of the slope constant of the p spectra with
the mass of the particles [3,6] indicate that large collective
transverse and longitudinal expansions are present [7,8]. Fur-
thermore, the large E; values observed at backward angles in
asymmetric collisions like Si+Pb and the evolution of the
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particle rapidity distributions with centrality indicate a large
degree of rescattering at AGS energies.

While many aspects of heavy-ion collisions at AGS ener-
gies are now well characterized, it is important to study the
underlying processes to clarify and test our understanding of
the reaction mechanisms of these collisions. The study of
p +A collisions should be particularly useful to understand in
which way A +A collisions differ from simple superpositions
of nucleon-nucleon collisions. A systematic set of measure-
ments of the global transverse energy distributions for
proton-, '°0-, and ?8Si-induced collisions at 14.64 GeV/c
has been published [9]. In this work, the transverse energy
produced with heavy beams has been shown to be consistent
with an incoherent superposition of contributions from p +A
reactions. This contrasts with the measured relative yield of
the produced particles, which shows a strong variation from
p+Be to p+Au, to central Si+Au collisions [10].

Many dynamic models have been proposed to describe
heavy-ion collisions in this energy range [11-14]. They are
similar in their implementation of the collision process as a
superposition or a successive cascade of hadron-hadron col-
lisions. The study of p+A collisions may serve as a test of
the validity of these models in describing the transition from
a single-particle collision problem to a thermodynamic prob-
lem mainly defined by a few observables.

In heavy-ion collisions, global observables, such as the
transverse energy or particle multiplicity distribution, have
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FIG. 1. Schematic diagram of the part of the E814 experimental
setup used for the measurements reported in this paper.

been shown to be good indicators of the impact parameter or
centrality of the collision. Furthermore, they also provide
valuable information on the collision dynamics. For ex-
ample, dE;/dn is predicted to be related to the thermal en-
ergy density, though in a model-dependent manner [15]. In
this paper we report on measurements of the transverse en-
ergy and charged particle multiplicity distributions produced
in proton-induced collisions on Al and Pb targets at 14.6
GeV/c. The correlation between these two global observ-
ables is discussed, and the produced tranverse energy per
observed charged particle is also presented. The data are
compared to the predictions of the relativistic quantum mo-
lecular dynamic (RQMD) [13] and Fritiof [12] event genera-
tors. These data were obtained using the E814 apparatus and
are thus immediately comparable to data obtained for
28Gi-induced reactions at the same energy per nucleon
[1,16,17].

The experimental setup is described briefly in the next
section. The data analysis methods are considered in Sec. III.
The data are presented and discussed in Sec. IV, where they
are compared to the predictions of two event generators. A
short summary and conclusions are given in Sec. V.

II. EXPERIMENTAL SETUP

The E814 apparatus consists mainly of two calorimeters
providing nearly 4w calorimetric coverage, a charged-
particle multiplicity detector, and a forward magnetic spec-
trometer centered at 0°. The part of the apparatus used for
the measurements described here is shown in Fig. 1. More
details on some of the detectors can be found in Refs.
[2,16,18,19].

The experiment used a secondary proton beam produced
by the Brookhaven National Laboratory (BNL) AGS accel-
erator complex. The momentum of the beam was on average
14.6 GeV/c with a width 0,=0.85 GeV/c determined by the
acceptance of the beam line. Valid beam particles were de-
fined by a beam telescope installed upstream of the target.
This telescope is comprised of two circular scintillator detec-
tors of 1.3 mm and 2.5 mm thickness and of 7 mm and 15
mm diameter, respectively. They were installed 1.9 m and

6.5 m in front of the target. The size of these detectors de-
fined the dimension and maximum divergence of the ac-
cepted beam. Thick scintillators located near each of the
beam scintillators were used to veto beam particles accom-
panied by particles arriving outside the desired acceptance.
Two multiple-strip silicon detectors installed 2.58 and 5.63
meters in front of the target were used to determine the po-
sition and direction in the horizontal plane of the incident
particles at the target with a precision of about 0.07 mm and
0.012 mrad, respectively. The beam definition counters were
complemented by a 2.2 m long threshold gas Cerenkov
counter located in between the two Si detectors. This counter
was operated with Freon at atmospheric pressure and was
used to veto light particles (pions, muons, and electrons) in
the secondary beam.

Energy flow was measured with two calorimeters. The
forward calorimeter (PCAL) covering the pseudorapidity
range 1.0 < 7 < 4.0 is a Pb-scintillator sampling calorim-
eter. It is meant mainly to measure collision participants in
heavy-ion collisions. It is made of four identical quadrants,
each subdivided into four azimuthal sections of 22.5°, fur-
ther subdivided radially into eight towers. Each tower is
comprised of two electomagnetic depth segments of 0.4 in-
teraction length each and two hadronic depth segments of 1.6
interaction length, yielding a total of 4 interaction lengths for
the entire calorimeter. The light from each of the scintillators
making up a tower is brought to a photomultiplier tube via
wavelenght shifting optical fibers. For more details on this
detector see Refs. [19,20].

The PCAL coverage is complemented at backward angles
with a Nal calorimeter (TCAL) referred to as target calorim-
eter, since it mainly detects target fragments. This calorim-
eter consists of 992 Nal crystals 4 X 4 cm in cross section
and 6 radiation lengths thick, arranged in four side walls and
one back wall surrounding the target. The side walls cover a
range, on average, of 48° < ), < 118° corresponding to a
pseudorapidity coverage of —0.5< z < 0.8, while the back
wall covers the range —2.0< 7 < —0.9. Each Nal crystal is
read out with a vacuum photodiode.

The charged-particle multiplicity is measured using two
silicon pad detectors. They were made of circular silicon
wafers 300 wm thick and approximately 38 mm in radius
with a hole in the center for the beam. The active surface of
each Si disk is divided into 512 pads arranged in concentric
rings. The detectors cover the pseudorapidity interval 0.875
< 7, < 3.86 in 20 steps. For more details concerning these
detectors see Refs. [16,21].

For this experiment an additional detector (TRIG) (not
part of the standard setup) was added to provide a minimum
bias trigger. This detector, installed 65 cm downstream of the
target, was made of a 1 cm thick disk-shaped scintillator with
an outer diameter of 40 cm and a circular hole of 3.5 cm
diameter in the center for the beam. It covers an angular
range 3° < 6, < 17° and has an efficiency close to 100%
for the detection of minimum ionizing particles.

Two different interaction triggers were used in the mea-
surements of the data reported in the present paper. In a first
set of measurements, the trigger was formed by requiring at
least one minimum ionizing particle in the TRIG detector,
and more than two particles in the multiplicity detector (mul-
tiplicity trigger). A trigger formed by a logical AND condi-
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tion between these two detectors considerably reduces the
number of false triggers due to noise in the multiplicity de-
tector or due to stray particles hitting the TRIG detector. The
interaction trigger was required for all events. The multiplic-
ity trigger cross section was 1380 mb for the Pb target and
320 mb for Al. Additional trigger requirements were imposed
at the first and second level, and events satisfying these cri-
teria could be independently downscaled to optimize the dis-
tribution of events recorded on tape, in particular to increase
the fraction of low cross-section events. The other interaction
trigger used (Ep trigger) was defined by requiring a mini-
mum tranverse energy of ~ 1 GeV in the participant calo-
rimeter. For trigger purposes, an estimate of PCAL tranverse
energy was derived from analog sums of the signals where
each phototube signal is given a weight corresponding to the
sine of the angle with respect to the beam direction of the
respective detector element. Simultaneously, three second
level triggers were also defined corresponding to different
thresholds in the PCAL transverse energy. In each run, addi-
tional triggers were generated either at random or by beam
particles for the purpose of estimating background, efficien-
cies, noise, and pedestals.

Typical total beam intensities varied between 5 X 10* and
1.5% 10° particles per 1 sec AGS spill. Roughly 10% of these
particles met the cuts imposed by the beam definition detec-
tors and were considered to be good beam particles. Targets
of natural Al and Pb with thicknesses of 1.3 and 2.6 g/cm?
(for Al) and 2.2 and 4.4 g/cm? (for Pb) were used. These
thicknesses correspond to =~ 1.2% and 2.4% of a nuclear
interaction length for protons.

II1. DATA ANALYSIS

In this section, we discuss the methods of calibration and
corrections and some of the cuts and selection criteria used in
the analysis of the data from the various detectors.

A combination of three cuts was used to ensure that a
single proton was incident on the target close to the beam
axis. These were provided by the beam scintillator telescope,
the vertex detector and the back wall of the target calorim-
eter.

For a good beam particle, a valid signal in the two beam
scintillators and the absence of signal in the external veto
counters of the beam telescope was required. This condition
defines the width and divergence of the beam at the target to
be =2.4 mm and *0.9 mrad, respectively.

The vertex detector is used to determine the position and
incidence angle of each beam particle at the target. Due to
the close geometry of the multiplicity detector, the measured
distribution of charged particles, dN_./d 7, is somewhat sen-
sitive to the vertex position. Thus, for the multiplicity mea-
surements described below, the vertex detector was used to
determine the position of the beam particles relative to the
vertical symmetry axis of the multiplicity detectors. Particles
having horizontal position within =1 mm of this axis were
selected (=40% of the accepted beam particles). The center
of the detector was determined by requiring that the azi-
muthal multiplicity distribution be isotropic when averaged
over many events.

The upstream wall of the TCAL is used to veto interac-
tions occuring upstream of the target, in the beam pipe, beam

exit window, vertex detector, or beam telescope scintillators.
Such events tend to deposit a much larger fraction of the
detected energy in this wall than interactions occuring in the
target. This veto is particularly useful with heavy-ion beams,
which have larger interaction cross sections. For the data
discussed here, the fraction of events rejected by this crite-
rion amounts to =~3 % of the interaction triggers.

The multiplicity detector is operated as a hit detector. The
presence of a signal above a threshold corresponding to ap-
proximately one-half of the energy loss (most probable) of a
minimum ionizing particle at normal incidence on the detec-
tor is required to register the occurrence of a charged particle
in a given pad. The response of the detector is affected by the
number of noisy and dead pads and the possible charge shar-
ing between adjacent pads. The noisy and dead pads were
easily identified from the analysis of normal events and those
given by random triggers. Other pads have also been omitted
from the analysis on the basis that their average occupancy
deviates by more than two standard deviations from the av-
erage occupancy of the other pads in the same ring. As a
result, roughly 5% of the pads were not included in the final
analysis. This known detector inefficiency was corrected in
the data presented below. From the pad to pad fluctuations in
the measured multiplicity, it is estimated that the systematic
error in the dN_./d n distributions is of the order of 5%.

The effect of charge sharing between neighboring pads for
particles going through the detector close to pad boundaries
has been shown to be very small [16,21] and has not been
corrected for. Effects of fluctuations on the energy loss re-
sulting in the misidentification of hits due to low energy loss
are estimated to be less than 1% and have not been corrected
for.

The effects of multiple hits, charge collection fluctuations,
and J rays are also estimated to be small. The multiplicity
detector was designed for the study of Si-nucleus collisions.
For p-nucleus collisions the average occupancy is very
small. The resulting corrections for multiple hits are esti-
mated to amount to ~0.4 particles at multiplicity N.=20 and
even less at lower multiplicity. The measured multiplicity
distribution of events corresponding to random triggers
peaks at N.=0 and has a mean value of 0.04, showing that
random hits due to charge collection fluctuations are negli-
gible. Finally, scaling from the S-ray distributions measured
with 28Si beam [16], & rays are evaluated to contribute on
average less than 0.3 particles to the measured multiplicity
for events with multiplicity N,=20. The influence of the
conversion in the target of photons originating from 7° de-
cay has been evaluated using the GEANT package [22] and
different event generators. The results are discussed in Sec.
IV below.

The energy calibration of the target calorimeter was done
with cosmic-ray muons detected during two long calibration
runs performed prior to and after the proton runs. Gains were
typically found to vary by less than 1% between the calibra-
tion runs. Other detailed gain stability studies have shown
[23] that gain fluctuations are at the 1% level and thus neg-
ligible. The pedestal levels of the ADC’s were found to vary
over extended periods of time. They have been monitored
and adjusted off line run by run using random trigger events.
The pedestal width of individual channels is typically 1 MeV,
while the pedestal width of the energy sum of all channels is
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FIG. 2. Experimental dE;/d 7 distributions as measured by the
TCAL for the Pb target before corrections for leakage (dotted his-
togram) and after corrections are applied (solid histogram).

typically 150 MeV, indicating the presence of some coherent
noise. A cluster search algorithm was used to determine the
total-energy deposition in the TCAL and to minimize coher-
ent noise effects. In this algorithm, a local maximum is first
searched for. If its energy exceeds 2.5 MeV, it is considered
as defining a cluster center, and the energy of the neighbor-
ing crystals is summed to get the cluster energy. The crystals
that do not belong to any cluster are not considered.

The leakage and geometrical corrections were estimated
by tracking, using GEANT, particles from events generated
using various models. The effect of this correction is shown
in Fig. 2, where we present the experimental dE/d n distri-
bution for the p +Pb reaction. The dashed lines correspond to
the measured energy before corrections for the response of
the target calorimeter. Most of the structure in these distribu-
tions is due to the granularity and acceptance of the target
calorimeter. The corrected data obtained using correction
factors deduced from the RQMD model are shown by the
solid histogram. In order to evaluate the reliability of the
corrections, correction factors were also obtained by tracking
events generated using the HUET [11,24] and Lund-Fritiof
[12] models, which produce different particle distributions.
The 7 dependence of the correction factors is very similar
for all models. The main difference is in the overall scale of
the correction, which varies by up to 10% from one model to
the other.

The response of the participant calorimeter to particles of
energy ranging from 0.25 to 7 GeV has been studied in detail
[20,25]. The measured energy resolution for electrons varies
from 0.24/\E(GeV) to 0.32/\/E(GeV) depending on the
tower. The hadronic resolution after correction for transverse
and longitudinal leakage is ~ 0.4/\/E(GeV) for particle ki-
netic energies above 0.25 GeV.

The PCAL has two monitoring systems. An optical source
system is used to set and monitor the photomultiplier tube
gains. In addition, a %°Co source system is used to determine
the long-term stability and the relative plate-to-plate re-
sponse of the calorimeter. A number of tests have been per-
formed to study the reproducibility and stability of the gain
settings. Gain shifts smaller than 3% have been observed
over periods of time comparable with the data taking period.
These small gain variations have not been corrected for. Ped-
estals shifts were monitored and, as with the TCAL, adjusted
run by run.

As discussed in Refs. [19,20], the calorimeter responds
rather differently to various types of particles. Futhermore, as
shown in Fig. 1, this detector does not have a projective
geometry towards the target. This leads to a nontrivial rela-
tion between the incident energy distribution and the energy
deposited in the different towers. To obtain corrected
dEr/dn distributions, we employ a response-matrix ap-
proach, which is described in more detail in Ref. [26]. Ad-
vantages of this method are that it takes into account the
leakage between different angular intervals due to shower
spread and incorporates the longitudinal shower profile infor-
mation into the correction. In the present analysis, the incom-
ing energy flow is binned into eight intervals in pseudorapid-
ity according to the radial granularity of the calorimeter. The
response matrix was calculated using simulated events for
p+A collisions from the RQMD event generator. We have
estimated the systematic errors associated with this method
by applying it to tracked events from various event genera-
tors (RQMD, Fritiof, and HUET [11]). The systematic error is
estimated to be less than 10% for all bins except at the larg-
est angle (7 =~ 0.9) where, because of energy leakage, the
error is =~ 15%.

IV. RESULTS AND DISCUSSION

The differential cross sections for E; production mea-
sured in the participant and the target calorimeter are shown
in Figs. 3 and 4, respectively, for the Al and Pb targets. The
data of Fig. 3 were obtained using the E; trigger. This ex-
plains the observed fall off at low E;. The data in Fig. 4
were obtained with the multiplicity trigger. These data are
not corrected for leakage. The larger cross section for Pb is
mainly due to the larger reaction cross section of heavier
target nuclei. The shape of the E; distributions measured
with the participant calorimeter is almost identical for the
two targets, while in the solid angle covered by the target
calorimeter one observes a strong increase of E; for the
heavier target.

These results are compared to the predictions of the
RQMD and Lund-Fritiof models. The calculations take into
account the effect of trigger bias and detector leakage. How-
ever, the trigger bias has relatively little effect on the overall
shape of the E; distributions above the trigger threshold.
Both models produce very similar results in the participant
calorimeter acceptance. They describe fairly well the shape
of the E distributions but slightly underestimate the average
value of the produced E;. These event generators, however,
give very different results in the backward region covered by
the target calorimeter. While RQMD describes the experi-
mental data very well, Fritiof strongly underestimates the
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FIG. 3. Experimental transverse energy spectra as measured by
the PCAL for the p+Pb (top) and p+Al (bottom) reactions. The
histograms are the predictions of the RQMD (dotted lines) and Fri-
tiof (solid lines) model. The error bars represent the statistical er-
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production of transverse energy for both targets.

Some insight on the origin of this behavior is obtained
from the rapidity dependence of the E; distributions shown
in Fig. 5. These data have been corrected to take into account
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FIG. 4. Experimental transverse energy spectra as measured by
the TCAL for the p+Pb (top) and p +Al (bottom) reactions. The
data are not corrected for energy leakage. The error bars represent
the statistical errors.
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FIG. 5. Corrected dE;/dn distribution for p+Pb (top) and
p+Al (bottom) reactions. The open dots are obtained with the
TCAL, while the closed dots are obtained with the PCAL. The
histograms are the results of model calculations: RQMD (dotted
lines) and Fritiof (solid lines).

leakage and the response of the detector following the meth-
ods described in the preceding section. Both experimental
distributions are roughly Gaussian in shape with a width
o, ~ 0.9 units of pseudorapidity. The p+Pb distribution,
however, peaks at a lower pseudorapidity. This shift can be
considered a measure of the importance of secondary inter-
actions in the collision. RQMD describes very well the ex-
perimental distributions including their evolution with target
mass. Fritiof reproduces the measured integrated transverse
energy, but it results in a systematically too small rapidity
shift. The effect is particularly striking for the p +Pb reac-
tion. In fact, this model predicts, for both targets, distribu-
tions that peak close to the nucleon-nucleon center-of-mass
rapidity (=1.7). The good description provided by RQMD
persists even in the tail of the E; distributions, as shown in
Fig. 6.

The measured charged particle multiplicity distributions,
do/dN,, obtained with the multiplicity trigger are shown in
Fig. 7. Note that the data point at N.=1 has probably an
important contribution from noninteracting beam particles.
As expected, one observes a sizable increase in multiplicity
for the heavier Pb target with multiplicities reaching more
than 30 for the most inelastic collisions. For the Al target the
distribution peaks below the trigger cutoff, while for Pb, the
multiplicity distribution peaks at N. =~ 7. At high multiplic-
ity the cross section decreases exponentially with multiplic-
ity for both targets. This target dependence is relatively well
reproduced by RQMD. However, this model predicts a
sharper decrease at high multiplicity than is observed. Fritiof
produces very similar results. In the simulations only protons
with kinetic energy larger than 60 MeV have been included
so as to reject particles that in the models come from the



52 TRANSVERSE ENERGY AND CHARGED PARTICLE ...

p+ Pb

%™ OOO‘O'
RQMD ..ﬁ' O

— O

-

§
e

PRI BT

oo p + Al
.'jo Oo

I NSRRI

dE;/dn (GeV/unit rapidity)

FIG. 6. Corrected dE;/dn distribution for p+Pb (top) and
p +Al (bottom) reactions plotted on a semilogarithmic scale to en-
hance the results in the tail of the distributions at low pseudorapid-

ity.

dissociation of the unbound target with energies characteris-
tic of the Fermi energy. The effect of particle interaction and
photon conversion in the target has been included. For the Pb
target, photon conversion is calculated to add, on average,
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FIG. 8. Pseudorapidity distributions of charged particle multi-
plicity for p+Pb (full dots) and p+Al (open dots) reactions. The
histograms are predictions of event generators: RQMD (dotted
lines).

one particle to the measured multiplicity. For the Al target
the effect is negligible. The multiplicity detector has a very
low threshold and is sensitive to charged particles of all en-
ergies including low-energy target fragments and evaporated
particles. This could explain in part the observed discrepancy
at high multiplicity. Note that once taken into account, the
trigger bias at low multiplicity RQMD gives total cross sec-
tions (1386 mb for Pb and 272 mb for Al) that reproduce
fairly well the experimental multiplicity trigger cross sec-
tions.

An important and interesting target dependence is ob-
served in the pseudorapidity distribution of the charged par-
ticles, dN_/d n, presented in Fig. 8. The additional multiplic-
ity for the Pb target is centered at low pseudorapidity in the
target region, while the charged particle multiplicity is inde-
pendent of the mass of the target near beam rapidity. This
shows that near beam rapidity the multiplicity is determined
by the first p-nucleon collision, while at backward angles
secondary interactions lead to larger multiplicities for larger
targets. This dependence is perfectly well reproduced by
RQMD. On the other hand, as for the transverse energy (Fig.
5), version 1.7 of Fritiof, which does not include rescattering
of secondaries, produces a peak at half the beam rapidity and
fails completely to reproduce the data.

The evolution of the pseudorapidity distribution of
charged particles as a function of the total multiplicity is
shown in Fig. 9 for the Pb target. It is interesting to note that
the distributions converge at high pseudorapidity and are
equal within error at beam rapidity. As the total multiplicity
increases the additional multiplicity appears mainly at the
lowest pseudorapidity in the target region, a behavior similar
to that observed in Fig. 8. In the bottom part of the figure we
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FIG. 9. Upper frame: Pseudorapidity distributions of charged
particle multiplicity dN./d n for p +Pb reaction for various cuts in
the total multiplicity. Lower frame: Comparison of the pseudorapid-
ity distribution of the particle multiplicity for p +Pb and p +Al for
a similar cut in the total multiplicity.

compare the pseudorapidity distribution for Al and Pb targets
for equivalent total multiplicity. These distributions have
very similar shapes with the only difference appearing at
pseudorapidity < 1.4. A very similar behavior is observed
for the other slices in total multiplicity.

With heavy projectiles, a very strong correlation is ob-
served between the produced transverse energy and the
charged-particle multiplicity. In the case of p+A collisions
this correlation is much weaker. This is shown in Fig. 10
where the multiplicity distributions for various cuts in the
transverse energy measured in the PCAL (see Fig. 3) are
presented for the p +Pb reaction. Except for the distribution
corresponding to the lowest energy detected in the PCAL,
where the multiplicity peaks at the trigger threshold of the
multiplicity detector, all distributions are very similar and
show little dependence on the measured transverse energy.
This behavior is better quantified in Fig. 11 where the evo-
lution of the mean value and the variance of the multiplicity
distribution as a function of the transverse energy are pre-
sented. The width of the distribution is, within the experi-
mental error, independent of the transverse energy and is,
over most of the E; range, much larger than the shift in the
observed mean multiplicity. The experimental behavior is
quite well reproduced by the RQMD calculations. However,
the calculations predict slightly narrower distributions and a
stronger correlation between E; and N, .

Figure 12 shows the % distribution of transverse energy
produced per charged particle in the overlapping acceptance
of the PCAL and multiplicity detector. It is obtained from the
ratio between the data of Fig. 5 and Fig. 8, respectively. For
this figure, the dN_/d 7 data have been rebinned according
to the coarser binning of the PCAL data. The distributions
are relatively flat with a weak maximum near the nucleon-
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FIG. 10. Charged-particle multiplicity distributions for various
cuts in the transverse energy measured in the PCAL for the Pb
target.

nucleon center of mass rapidity (7=1.7). A somewhat larger
value is observed for the Al target indicating that the avail-
able energy is divided over fewer nucleons of the target. This
trend is well reproduced by both models. The 7 dependence
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FIG. 11. Comparison of the mean value (top) and variance (bot-
tom) of the charged particle multiplicity distributions as a function
of the transverse energy in the PCAL for the Pb target (full dots)
with the results from RQMD (open dots).
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FIG. 12. Transverse energy per charged particle for p +Pb (top)
and p +Al (bottom) in the pseudorapidity acceptance of the PCAL.
The histograms are predictions of various event generators.

over this pseudorapidity range is also well predicted by both
models, in spite of the fact that Fritiof fails in describing
both the E; and charged-particle pseudorapidity distribu-
tions. This indicates that a good description of the E; per
particle can be somewhat fortuitous.
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FIG. 13. Pseudorapidity distribution of the mean transverse en-
ergy per cluster observed in the TCAL. The histograms are the
predictions of the RQMD event generator.
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In Fig. 13, we present the # distribution of E per cluster
of energy in the target calorimeter (see Sec. III for definition
of cluster). To generate this figure the corrected E values
shown in Fig. 5 are used. The number of energy clusters in
TCAL is strongly correlated with the number of produced
particles. However, these results cannot be directly compared
to those of Fig. 12, since the efficiency of the TCAL varies
considerably with particle type. There is roughly a 10%
probability that a neutron emitted in the # acceptance of the
TCAL produces a cluster, while a 7#° on average produces
more than one cluster because of the TCAL sensitivity to
photons. The mean number of clusters is 2.7 and 7.5 for the
Al and Pb targets, respectively, and on average a cluster in-
cludes three crystals of the TCAL. The nearly flat distribu-
tion observed over the PCAL acceptance persists down to
n ~ 0, and then the energy per cluster decreases as we move
to backward angles. As at forward angles, the absolute value
and shape of the distributions are very well reproduced by
RQMD. To generate the calculated distributions, the gener-
ated particles were tracked through the TCAL using GEANT,
and the cluster algorithm was applied to the calculated en-
ergy deposition in the TCAL crystals.

In Fig. 14 we compare the pseudorapidity distribution of
E per charged particle for p +Pb and Si+Pb reactions at the
same bombarding energy per nucleon. The data for Si+Pb
are taken from Refs. [16,27] and correspond to the 7% most
central collisions. The distributions are relatively flat but
there is an indication of a shift of the maximum towards
lower pseudorapidity for the Si+Pb system. On average, the
energies for Si+Pb are 10-20 % larger than for the p+Pb
reaction. This is consistent with the increase in the average
pr of the proton spectra between p+Au and Si+Au reac-
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FIG. 14. Transverse energy per particle for the p +Pb (top) and
Si+Pb (bottom) reactions. The data for Si+Pb are obtained from
Refs. [14,25] and are for the 7% most central collisions. The p +Pb
data are from a minimum bias trigger.
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tions at the same energy reported in Ref. [28] and with the
measured increase of the inverse slope parameters of the par-
ticle spectra for the same reactions [29].

V. CONCLUSIONS

In this paper, we have presented extensive measurements
of the transverse energy and charged-particle multiplicity
distributions produced by proton-induced reactions on Al and
Pb targets at 14.6 GeV/c. The evolution of the measured
global observables with the mass of the target reinforces the
conclusion, based on measurements with heavier beams, that
significant rescattering or multiple scattering is present and
contributes to the evolution of the energy deposition in the
colliding system. This must be taken into account in the
models used to describe heavy-ion collisions, since rescatter-
ing of the secondaries strongly influences the space-time
evolution of the energy density distribution in heavy-ion re-
action and thus is relevant to the maximum energy density
reached in such collisions.

The RQMD event generator reproduces very well all the
features of the data, giving confidence that this model pro-
vides a good representation of heavy-ion collisions at AGS
energies as long as the system stays in the hadronic phase.
On the other hand, our simulations show that models like
Fritiof that do not include rescattering fail to reproduce the
pseudorapidity distribution of the transverse energy and par-
ticle multiplicity. However, the total transverse energy pro-
duced by Fritiof is close to the measured one. This implies
that the apparent successes of this model in reproducing ex-
perimental do/dE distributions is somewhat fortuitous.
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